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Weighted Threshold Operators are n-ary logical operators which compute a
weighted sum of their arguments and verify whether it reaches a certain thresh-
old. These operators have been extensively studied in the context of circuit
complexity theory (see e.g. [16]), and they are also known in the neural network
community under the alternative name of perceptrons (see e.g. [6]).1

In [12], threshold operators were studied in the context of Knowledge Rep-
resentation, focusing in particular on Description Logics (DLs) (see [5] for an
introduction to DL). Adding threshold operators to DL is not hard. In brief,
if C1 . . . Cn are concept expressions, w1 . . . wn ∈ R are weights, and t ∈ R is a
threshold, we can introduce a new concept ∇∇t(C1 : w1 . . . Cn : wn) to, semanti-
cally, designate those individuals d such that

∑
{wi : Ci applies to d} ≥ t. In the

context of DL and concept representation, such threshold (“Tooth”) expressions
are natural and useful: they provide a simple way to describe classes of individ-
uals that satisfy “enough” of a certain set of desiderata. In this brief abstract,
we summarise the basic complexity and usability results obtained in [10].

Consider as an example the Felony Score Sheet2 used in the State of Florida,
in which various aspects of a crime are assigned points, and a threshold must be
reached to decide compulsory imprisonment. For example, possession of cocaine
corresponds to 16 points if it is the primary offense and to 2.4 points otherwise, a
victim injury describable as “moderate” corresponds to 18 points, and a failure to
appear for a criminal proceeding results in 4 points. Imprisonment is compulsory
if the total is greater than 44 points and not compulsory otherwise. A knowledge
base describing the laws of Florida would need to represent this score sheet as
part of its definition of the CompulsoryImprisonment concept, e.g. as:

∇∇44(CocainePrimary : 16,ModerateInjuries : 18, . . .).

While it would be possible to also describe it (or any other Boolean function)
in terms of more ordinary logical connectives (e.g. by a DNF expression), a
definition in terms of Tooth expressions is far simpler and more readable. As
such, the definition is more transparent and more explainable. We refer the
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1 Under the modern understanding of the term, a ‘Perceptron’ may have an activation
function different from the Step Function.

2 http://www.dc.state.fl.us/pub/scoresheet/cpc manual.pdf (accessed: June 2021)

http://www.dc.state.fl.us/pub/scoresheet/cpc_manual.pdf


reader to [12,8] for an in-depth analysis of the properties of this operator. In
these papers you can also find extensive discussions of related work such as
[3,4,11,12]. A particularly interesting connection, not yet analysed in [10], is the
embeddability (shown in [9]) of ALC∇∇ into the logic ALCSCC (see [2,1] for
definitions) that allows the expression of rich cardinality constraints. Although
the worst-case complexity of ALCSCC remains the same as ALC, ALC∇∇ has
the advantage that one can perform, via an efficient polynomial encoding into
ALC, practical reasoning by using available services.

Having Tooth expressions in a language of knowledge representation also has
notable advantages from a cognitive point of view and from the practical point
of view of knowledge acquisition. First, in psychology and cognitive science, the
combination of two or more concepts has a more subtle semantics than set theo-
retic operations [15]. As shown in [14], Tooth operators can be used to represent
these new concepts more faithfully regarding the way in which humans think of
them and combine them. Second, as illustrated in [8], since a Tooth expression
is simply a linear classification model, it is possible to use standard linear clas-
sification algorithms (such as the Perceptron Algorithm, Logistic Regression, or
Linear SVM) to learn its weights and its threshold given a set of assertions about
individuals (ABox). Two basic questions, however, need to be answered in order
to assess the viability of this proposed addition to the language(s) of DL:

1. Given a DL L, let L(∇∇) be the logic obtained by adding threshold operators
to it. How does the inference problem for L(∇∇) compare to that for L?
More specifically: let K be a L(∇∇)-knowledge base and let φ be a L(∇∇)
axiom. Can we reduce the problem of whether K |= φ (that is, of whether
every interpretation that satisfies K satisfies φ) to the problem of whether
K0 |= φ0 for some K0, φ0 ∈ L with an at-most-polynomial overhead?

2. Can we find examples in which simple threshold expressions can be used
to express, more shortly and readably than (but roughly as accurately as)
alternative approaches, non-trivial concepts derived from real data? If so,
this would validate the claim that such expressions are well-suited for rep-
resenting complex concepts in a readable way [12,14].

The answers obtained in [10] are summarised as follows. Firsty, the inference
problem for L(∇∇) is indeed not computationally harder than that of L (as long
as L contains the Boolean connectives, e.g. ALC). In a nutshell, this is shown by
describing the digital circuits computing the sums and comparisons necessary
for the evaluation of all Tooth expressions in terms of DL axioms (using new
atomic concepts to describe the states of the internal nodes of the circuits).
Secondly, we considered a small but non-trivial machine learning problem—
attempting to learn the Molecular Function Gene Ontology [7] annotations of
yeast proteins given their Cellular Component and Biological Process ones—
and showed that even very simple threshold expressions can represent possible
solutions that are roughly as accurate as the (much less easily interpretable)
models learned by state-of-the-art learning algorithms. In our view, these two
results strongly validate the usefulness of threshold expressions in the context of



knowledge representation in general and DL specifically. In particular, it becomes
straightforward to import concepts learnt from data into an existing ontology.

Future work on perceptron operators is currently being considered in a num-
ber of directions, including adding ‘counting capabilities’ to the language [9] as
well as using perceptron operators to address compositionality and typicality
effects in concept combination [13].
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